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The use of learning analytics varies among higher education institutions. While some institutions
have embraced the technology and are using it to drive data-informed decision-making, others are 
still in the early stages of adoption or have yet to implement it. According to a 2020 survey, over half 
of higher education institutions are using some form of learning analytics, but the level of adoption
and the specific applications vary widely. It is likely that the use of learning analytics will continue to
grow as more institutions seek to improve student outcomes and maximize the efficiency of their
resources.

Which survey are you referring to?

I apologize, I should have specified the survey I was referring to. The survey I mentioned was the 
2020 "Learning Analytics Adoption in Higher Education" report published by the Software & 
Information Industry Association (SIIA).

3.02.0223



Prompt: how widespread is the use of learning analytics actually today 
among higher education institutions? 

4.05.2023
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History
• "a machine that thinks" dates back to ancient Greece

• 1950: Alan Turing publishes Computing Machinery and Intelligence 
https://redirect.cs.umbc.edu/courses/471/papers/turing.pdf 
• “We can only see a short distance ahead, but we can see plenty there that needs to be done. “

• 1980s: Neural networks
• 1997: IBM's Deep Blue beats then world chess champion Garry Kasparov, in a chess match (and 
rematch).

• 2004: John McCarthy writes a paper, What Is Artificial Intelligence? and proposes an often-cited 
definition of AI. https://www-formal.stanford.edu/jmc/whatisai.pdf 

• 2015: Baidu's Minwa supercomputer
• 2016: DeepMind's AlphaGo program, powered by a deep neural network, beats Lee Sodol, the world 
champion Go player, in a five-game match. (purchased by Google) https://deepmind.google/ 

• 2023: A rise in large language models, or LLMs, such as ChatGPT, (by Microsoft)

https://redirect.cs.umbc.edu/courses/471/papers/turing.pdf
https://www-formal.stanford.edu/jmc/whatisai.pdf
https://deepmind.google/


Terminology

AI = artificial intelligence

Artificial intelligence, or AI, is technology that enables computers and machines to 
simulate human intelligence and problem-solving capabilities. 
Weak AI—also known as narrow AI or artificial narrow intelligence (ANI)—is AI trained 
and focused to perform specific tasks. Apple SIRI and Amazon Alexa are powered by AI 
(ANI)
Strong AI is made up of artificial general intelligence (AGI) and artificial super intelligence 
(ASI). 
AGI, or general AI, is a theoretical form of AI where a machine would have an intelligence 
equal to humans; it would be self-aware with a consciousness that would have the ability 
to solve problems, learn, and plan for the future. 
ASI—also known as superintelligence—would surpass the intelligence and ability of the 
human brain. (is still entirely theoretical)



Terminology

Machine learning and deep learning are sub-disciplines of AI, and deep learning is 
a sub-discipline of machine learning.

Both machine learning and deep learning algorithms use neural networks to ‘learn’ 
from huge amounts of data.

Source: IBM



Terminology

Predictive AI: Collects and analyses patterns in data to make informed predictions. 
For example, to analyse patterns in student data to predict if a student is on track 
to graduate.

Generative AI: Creates text, code, images, videos, and other types of content, 
based on an assignment or question from the user (by way of a ‘prompt'). Using 
this in education could lead to plagiarism. 

Generative AI refers to deep-learning models that can take raw data and “learn” to 
generate statistically probable outputs when prompted. 



Terminology

GPT = Generative Pre-Training Transformer 

Chat GPT – Software which interacts in a conversational way. The dialogue 
format makes it possible for ChatGPT to answer follow-up questions, admit 
its mistakes, challenge incorrect premises, and reject inappropriate requests. 

Large Language Model (LLM) is trained on enormous amounts of online data 
to quickly generate text and answer questions, based on the prompts that 
you put in. However, it is optimised to generate plausible and pleasing 
responses, but they are not necessarily true. 

• OpenAI – Organisation that developed ChatGPT 
https://openai.com/blog/chatgpt/ 



what is generative AI?
Generative AI is a type of artificial intelligence that involves 
creating models that can generate new and original data or 
content based on patterns in existing data. These models are 
trained on large datasets of input data, such as text, images, or 
audio, and use algorithms to analyze and identify patterns in the 
data. Once the model has learned these patterns, it can 
generate new data that is similar in style, format, or content to 
the original dataset.

Generative AI has been used to create a wide range of 
applications, including language translation, image and video 
synthesis, music composition, and even game design. One of the 
key advantages of generative AI is that it can create new and 
unique content that may not have been possible with traditional 
programming or human creativity alone. However, there are 
also concerns about the potential misuse of this technology, 
such as the creation of fake news or deepfakes.



what is generative AI?
What is ChatGPT? 

ChatGPT is a language model that allows people to interact with a 
computer in a more natural and conversational way. GPT stands for 
“Generative Pre-trained Transformer” and is the name given to a family 
of natural language models developed by open Artificial Intelligence (AI). 
This is also known as a form of generative AI because of its ability to 
produce original results. 

We asked ChatGPT to explain ChatGPT in 50 words. Here is its 
answer: 

ChatGPT is a large language model developed by OpenAI, based on the 
GPT-3.5 architecture. It can generate human-like text based on input 
prompts, answer questions, and perform a variety of natural language 
processing tasks. It was trained on a massive dataset of internet text to 
learn patterns and relationships in language. 

https://unesdoc.unesco.org/ark:/48223/pf0000385146 

https://unesdoc.unesco.org/ark:/48223/pf0000385146
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Welding

A complicated process, with rules
Used by people with training
Create simple industrial things
Create wonderful things
Create art



Co-create to control and 
benefit from Generative AI in 
Education



Co-create to control and 
benefit from Generative AI in 
Education

Regulation



AI and EU

https://fpf.org/fpf-resources-on-the-eu-ai-act/ 

https://fpf.org/fpf-resources-on-the-eu-ai-act/


AI and EU

https://education.ec.europa.eu/focus-topics/digital-education/action-plan/action-14-european-digital-education-hub 

https://education.ec.europa.eu/focus-topics/digital-education/action-plan/action-14-european-digital-education-hub


AI and EU
AI Act: different rules for different risk levels

Unacceptable risk

AI systems are systems considered a threat to people and 
will be banned. They include:

• Cognitive behavioural manipulation of people or specific 
vulnerable groups: for example voice-activated toys that 
encourage dangerous behaviour in children

• Social scoring: classifying people based on behaviour, 
socio-economic status or personal characteristics

• Real-time and remote biometric identification systems, 
such as facial recognition

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence 

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence


AI and EU

AI Act: different rules for different risk levels
High risk: AI systems  in toys, aviation, cars, medical devices and lifts.

• Biometric identification and categorisation of natural persons

• Management and operation of critical infrastructure

• Education and vocational training

• Employment, worker management and access to self-employment

• Access to and enjoyment of essential private services and public services 
and benefits

• Law enforcement

• Migration, asylum and border control management

• Assistance in legal interpretation and application of the law.

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence 

All high-risk AI systems will be assessed 
before being put on the market and also 
throughout their lifecycle.

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence


AI and EU

AI Act: different rules for different risk levels
Generative AI

Generative AI, like ChatGPT, would have to comply with transparency 
requirements:

• Disclosing that the content was generated by AI

• Designing the model to prevent it from generating illegal content

• Publishing summaries of copyrighted data used for training

Limited risk

Limited risk AI systems should comply with minimal transparency 
requirements that would allow users to make informed decisions. 

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence 

https://www.europarl.europa.eu/news/en/headlines/society/20230601STO93804/eu-ai-act-first-regulation-on-artificial-intelligence


AI and EU

Artificial Intelligence Act: deal on comprehensive 
rules for trustworthy AI (09-12-2023)
Safeguards agreed on general purpose artificial intelligence

Limitation for the of use biometric identification systems by law 
enforcement

Bans on social scoring and AI used to manipulate or exploit user 
vulnerabilities

Right of consumers to launch complaints and receive meaningful 
explanations

Fines ranging from 35 million euro or 7% of global turnover to 7.5 
million or 1.5% of turnover

https://www.europarl.europa.eu/news/en/press-room/20231206IPR15699/artificial-intelligence-act-deal-on-comprehensive-rules-for-trustworthy-ai 

https://www.europarl.europa.eu/news/en/press-room/20231206IPR15699/artificial-intelligence-act-deal-on-comprehensive-rules-for-trustworthy-ai


AI and EU
Artificial Intelligence Act: deal on comprehensive rules for 
trustworthy AI (09-12-2023)
General purpose and generative AI

Generative AI, like ChatGPT, would have to comply with transparency 
requirements:

Disclosing that the content was generated by AI

Designing the model to prevent it from generating illegal content

Publishing summaries of copyrighted data used for training

 

High-impact general-purpose AI models that might pose systemic risk, such as 
the more advanced AI model GPT-4, would have to undergo thorough 
evaluations and any serious incidents would have to be reported to the European 
Commission.

https://www.europarl.europa.eu/news/en/press-room/20231206IPR15699/artificial-intelligence-act-deal-on-comprehensive-rules-for-trustworthy-ai 

https://www.europarl.europa.eu/news/en/press-room/20231206IPR15699/artificial-intelligence-act-deal-on-comprehensive-rules-for-trustworthy-ai


AI and EU

https://education.ec.europa.eu/focus-topics/digital-education/action-plan/action-14-european-digital-education-hub 

The EU is one of the largest jurisdictions in the world and plays an 
active role in the global regulation of digital technology through the 
GDPR, Digital Services Act, the Digital Markets Act.
For AI in particular, the Artificial intelligence Act is regarded in 2023 as 
the most far-reaching regulation of AI worldwide.
Most European Union (EU) countries have their own national strategies 
towards regulating AI, but these are largely convergent

https://education.ec.europa.eu/focus-topics/digital-education/action-plan/action-14-european-digital-education-hub


AI and EU

Vote European Parliament on 
13.03.2024

https://www.europarl.europa.eu/plenary/en/report-details.html?reference=A9-0188-2023 

https://www.europarl.europa.eu/plenary/en/report-details.html?reference=A9-0188-2023


AI - USA
On 4 October 2022, the White House Office of Science and Technology 
Policy published a Blueprint for the Development, Use and Deployment 
of Automated Systems (Blueprint for an AI Bill of Rights). 

The Blueprint is – unlike EU's AI Act – non-binding and lists five principles 
that are intended to minimise potential harm from AI systems.

Safe and effective systems

Protection against algorithmic discrimination

Privacy

Notices and explanations

Human alternatives, testing and fallback

https://www.whitehouse.gov/ostp/ai-bill-of-rights/#applying 

https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://www.whitehouse.gov/ostp/ai-bill-of-rights/


AI - USA
OCTOBER 30, 2023 Executive Order on the Safe, Secure, and Trustworthy 
Development and Use of Artificial Intelligence 

Artificial Intelligence must be safe and secure. 

Promoting responsible innovation, competition, and collaboration … 
investments in AI-related education, training, development, research, and 
capacity, while simultaneously tackling novel intellectual property (IP) 
questions and other problems to protect inventors and creators…

The interests of Americans who increasingly use, interact with, or 
purchase AI and AI-enabled products in their daily lives must be 
protected. 

Americans’ privacy and civil liberties must be protected as AI continues 
advancing

Developing Guidelines, Standards, and Best Practices for AI Safety and 
Security. Within 270 days 

https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-
trustworthy-development-and-use-of-artificial-intelligence/  

https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/


AI - Worldwide

No global approach
countries are in various stages of 
evolving their approach to 
regulating AI and take differing 
views of how best to do it

https://futureoflife.org/open-letter/pause-giant-ai-experiments/ 

https://en.wikipedia.org/wiki/Regulation_of_artificial_intelligence 

https://futureoflife.org/open-letter/pause-giant-ai-experiments/
https://en.wikipedia.org/wiki/Regulation_of_artificial_intelligence


AI & IEEE

https://spectrum.ieee.org/ai-regulation-worldwide 
https://spectrum.ieee.org/ai-ethics-industry-guidelines 

https://spectrum.ieee.org/ai-regulation-worldwide
https://spectrum.ieee.org/ai-ethics-industry-guidelines


Co-create to control and 
benefit from Generative AI in 
Education

Regulation Adopt



Ethics
Challenges and ethical implications 
• The impact of ChatGPT on higher education has been immediate and divisive. Although 

its applications in higher education are extensive, many universities have already banned 
it over fears of student plagiarism, and several countries have blocked ChatGPT. 

Academic integrity 
Lack of regulation 
Privacy concerns 
Cognitive bias 
Gender and diversity 
Accessibility 
Commercialization 



Actioning the UNESCO Recommendation 
Harnessing the rapid spread of AI to ensure it supports the greater good should go 
hand in hand with the implementation of the UNESCO Recommendation on the Ethics 
of AI. 
• The UNESCO guidance for policymakers on AI and education sets out policy 

recommendations in seven areas: 
• 1. A system-wide vision and strategic priorities 
• 2. Overarching principle for AI and education policies 
• 3. Interdisciplinary planning and inter-sectoral governance 
• 4. Policies and regulations for equitable, inclusive, and ethical use of AI 
• 5. Master plans for using AI in education management, teaching, learning, and 

assessment 
• 6. Pilot testing, monitoring and evaluation, and building an evidence base 
• 7. Fostering local AI innovations for education 

https://unesdoc.unesco.org/ark:/48223/pf0000385146 

https://unesdoc.unesco.org/ark:/48223/pf0000385146


Actioning the UNESCO Recommendation 
Steps to Regulate GenAI in education:
Endorse international or regional General Data Protection Regulations (GDPRs) or 
develop national GDPRs
Adopt/revise and fund whole-of- government strategies on AI
Solidify and implement specific regulations on the ethics of AI
Adjust or enforce existing copyright laws to regulate AI-generated content
 Elaborate regulatory frameworks on generative AI
Build capacity for proper use of GenAI in education and research
Reflect on the long-term implications of GenAI for education and research

Guidance for generative AI in education and research, UNESCO, 2023
https://unesdoc.unesco.org/ark:/48223/pf0000386693 

https://unesdoc.unesco.org/ark:/48223/pf0000386693


Actioning the UNESCO Recommendation 
key elements : 
(1) governmental regulatory agencies, 
(2) providers of AI-enabled tools, 
(3) institutional users and 
(4) individual users

Balance between the regulation of GenAI and the promotion of AI innovation

Institutional strategies to facilitate responsible and creative use of GenAI

Guidance for generative AI in education and research, UNESCO, 2023
https://unesdoc.unesco.org/ark:/48223/pf0000386693 

https://unesdoc.unesco.org/ark:/48223/pf0000386693


Actioning the UNESCO Recommendation 
Institutional strategies to facilitate responsible and creative use of GenAI
Institutional implementation of ethical principles: Ensure that researchers, teachers 
and learners use GenAI tools responsibly and ethically, and critically approach the 
accuracy and validity of the outputs.

Guidance and training

Building GenAI prompt engineering capacities
Detecting GenAI-based plagiarism in written assignments

A ‘human-centred and pedagogically appropriate interaction’ approach

Guidance for generative AI in education and research, UNESCO, 2023
https://unesdoc.unesco.org/ark:/48223/pf0000386693 

https://unesdoc.unesco.org/ark:/48223/pf0000386693


AI regulations in Higher education

• Politehnica University of Timisoara  - recommendations approved by 
Senate on 25.05
• The use is not forbidden, but within the ethics, author rights and authenticity 

regulations
• To include a analise/process validation
• To include the exact information which is validated (question and answer) 
• To be cited accordingly

• Changes in the Students’ Authenticity declaration 
“In the elaboration of the work I used specific tools of artificial intelligence (AI), namely 
______ (name) _______ (source), which I cited in the content of the work/I did not use 
specific tools of artificial intelligence (AI)”

• Guidance and training with academics and students in the final year
• Validation after the finals this year

https://www.upt.ro/img/files/hs/2023/HS_85_25.05.2023_Aprobare-recomandari-AI_UPT.pdf 

https://www.upt.ro/img/files/hs/2023/HS_85_25.05.2023_Aprobare-recomandari-AI_UPT.pdf


AI regulations in Higher education

• University of Bergen, Norway  - Guidance on the use of chatbots at 
the Faculty of Social Sciences
• The use is not forbidden, but within the ethics, author rights and authenticity 

regulations
“As a student, you must take responsibility for your own text and be sure that 
everything that is written there is correct and follows the usual rules for using 
sources ” 
https://www.uib.no/svf/162444/veiledning-om-bruk-av-samtaleroboter-ved-
det-samfunnsvitenskapelige-fakultet

https://www.uib.no/student/49084/l%C3%A6r-deg-%C3%A5-bruke-kilder-riktig
https://www.uib.no/student/49084/l%C3%A6r-deg-%C3%A5-bruke-kilder-riktig
https://www.uib.no/svf/162444/veiledning-om-bruk-av-samtaleroboter-ved-det-samfunnsvitenskapelige-fakultet
https://www.uib.no/svf/162444/veiledning-om-bruk-av-samtaleroboter-ved-det-samfunnsvitenskapelige-fakultet


AI regulations in Higher education

• University of Education Heidelberg- Guidance on the use of chatbots 
at the Faculty of Social Sciences
• All media and tools are allowed. “AI tools such as ChatGPT, which can be very 

helpful in generating ideas and writing texts, for example” 
• You are responsible for your results
• Indicate aids used.
• https://csp.uber.space/phhd/rulesfortools.pdf

https://csp.uber.space/phhd/rulesfortools.pdf


AI regulations in Higher education

• University of Education Heidelberg- Guidance on the use of chatbots 
at the Faculty of Social Sciences
• All media and tools are allowed. “AI tools such as ChatGPT, which can be very 

helpful in generating ideas and writing texts, for example” 
• You are responsible for your results
• Indicate aids used.
• https://csp.uber.space/phhd/rulesfortools.pdf

https://csp.uber.space/phhd/rulesfortools.pdf


AI regulations in Higher education

Amsterdam University College
Guidelines for the course Advanced Research Writing

• At the Amsterdam University College, lecturers of the bachelor course 
Advanced Research Writing have added GenAI guidelines to the 
course policy. They believe that their students need to practice using 
GenAI in a responsible manner, since they will also use it in their 
future careers. That's why they allow their students to use GenAI in 
the course to support their writing and use it as an assistant, as long 
as they adhere to certain rules and guidelines.



AI regulations in Higher education

Amsterdam University College
1. Students may use generative AI technology to support their writing, in

ways similar to how internet search engines, grammar and spell

checkers, and (online) dictionaries and thesauruses are used.

2. Students may use generative AI as a source of information and to

generate content, as long as they use the tool as an assistant, not an

author. Instructions on how to do this are provided further down this

document.

3. If students use generative AI tools, they must provide full transparency

about how they use them. Instructions on how to do this are provided

further down this document.

4. Students are advised to familiarize themselves with the advantages as
well as disadvantages and potential risks of using generative AI. These

topics will also be discussed in class.

5. Students who make use of generative AI tools in their writing

assignments remain fully responsible for the texts they submit.



AI regulations in Higher education

KU Leuven
KU Leuven is open to the use of generative AI (GenAI)-technology 
concerning education and research and encourages her students, 
teaching staff and researchers to handle this technology in a 
responsible and critical way.
Specific principles and guidelines per target group (students, teachers, 
researchers)
The necessity of correct referencing

https://www.kuleuven.be/english/genai 

https://www.kuleuven.be/english/genai


AI regulations in Higher education
KU Leuven
Be transparent about the use of GenAI
Never import (privacy)sensitive or confidential information (including unprotected 
discoveries) 
Make us of the ‘opt out’-option of ChatGPT
Verify GenAI
Avoid plagiarism or any infringement of copyright
Double check the most recent state of affairs 
Be prepared for bias by GenAI
Do not be satisfied with the first output
Give meaning to GenAI
Do not humanize GenAI tools
Surpass GenAI
Limit GenAI’s energy usage

https://www.kuleuven.be/english/genai 

https://www.kuleuven.be/english/genai


AI regulations in Higher education

KU Leuven for researchers
Transparency about the use of GenAI in scientific publications, project 
applications and doctoral theses
Reference styles
APA
Chicago
IEEE
MLA

https://www.kuleuven.be/english/genai 

https://bib.kuleuven.be/english/training-and-tutorials/citation/refering-to-genai 

https://www.kuleuven.be/english/genai
https://bib.kuleuven.be/english/training-and-tutorials/citation/refering-to-genai


AI regulations in Higher education

KU Leuven for teachers
Don't ban GenAI, but use it responsibly
Teaching staff are expected to clearly inform students about whether or 
not they are allowed to use GenAI for assignments such as visual, 
writing and programming assignments.
Students are expected to be transparent about the use of GenAI so that 
their knowledge, understanding and skills can be assessed fairly and 
correctly.
If a student uses GenAI and is not transparent about its use, this may 
be considered an irregularity. 

https://www.kuleuven.be/english/genai 

https://www.kuleuven.be/english/education/leuvenlearninglab/support/highlighted/generative-artificial-intelligence 

https://www.kuleuven.be/english/genai
https://www.kuleuven.be/english/education/leuvenlearninglab/support/highlighted/generative-artificial-intelligence


AI regulations in Higher education
KU Leuven for teachers
How does the use of GenAI relate to the learning goals and personal development goals of specific courses and 
the study programme?
What is the added value of using GenAI and where does it have a place in learning sequences concerning 
information, writing or research skills, or in assignments with a critical or creative aspect?
How do we teach students the limitations of GenAI, and how do we teach them to use it critically and 
responsibly?
What frameworks and constraints should we develop so that students learn how to use GenAI responsibly?
How do we make sure the acquisition of basic factual knowledge remains a key pillar for critical thinking, 
reasoning and seeking solutions to issues - and this despite the use of GenAI?
How do we ensure that students acquire basic skills such as academic argumentation and writing, when they 
can also use GenAI for this purpose?  
How do we ensure that students see learning as something of value now that GenAI makes it so easy to 
generate a fast result?
How do we adapt our assessment to this context?

https://www.kuleuven.be/english/genai 

https://www.kuleuven.be/english/education/leuvenlearninglab/support/highlighted/generative-artificial-intelligence 

https://www.kuleuven.be/english/genai
https://www.kuleuven.be/english/education/leuvenlearninglab/support/highlighted/generative-artificial-intelligence


AI regulations in Higher education

UK Parliament
In November 2023, the Department for Education published a report on the
use of generative AI in education. The Government has also announced an
investment of up to £2 million to provide new AI-powered resources for
teachers in England.

 Stakeholders have indicated that the successful implementation of AI in
education will require: evidence demonstrating where AI can be effective at
delivering educational outcomes; training and guidance for educators; and
further clarity surrounding the legal frameworks that control how AI collects
and uses educator and learner data. 

They also indicate that there is a need to tackle ‘digital divides’, otherwise AI 
tools may not be available to disadvantaged groups and may therefore 
exacerbate inequalities.

https://post.parliament.uk/research-briefings/post-pn-0712/ 

https://post.parliament.uk/research-briefings/post-pn-0712/


AI regulations in Higher education

UK Parliament
Limitations in reducing workloads
Lesson planning and marking
Personalised education and support
Educator training
AI use by educators in assessment
Learner use of AI
Rethinking assessment
Policy considerations
Training and guidance
Safety and data security

https://post.parliament.uk/research-briefings/post-pn-0712/ 

https://post.parliament.uk/research-briefings/post-pn-0712/


AI regulations in Higher education
UK Parliament

https://post.parliament.uk/research-briefings/post-pn-0712/ 

Examples of AI EdTech
• Personalised education platforms: AI tutors such as Khanmigo70 interact
directly with learners by providing personalised support through a chatbot
interface. Platforms such as CENTURY46 provide teachers with an overview of
learning progress, and the strengths and weaknesses of each student in a
classroom, and tailor learning to meet each individual learner’s needs.
• Marking technologies: Applications including Graide43 and Progressay44
assist or automate the marking and grading of student work using, for example,
teacher inputs and AI-powered marking schemes. Some platforms are also
capable of automatically generating feedback for learners.
• Classroom assistant platforms: These provide teachers with materials and
resources for a range of purposes, for example, lesson plans, quizzes and
classroom activities. Examples include TeacherMatic71 and the Oak National
Academy platform.72
• Teacher training tools: Tools such as Teacherverse73 focus on teacher
development, for example, by allowing teachers to practise teaching skills by
using AI simulations of classroom scenarios.

https://post.parliament.uk/research-briefings/post-pn-0712/
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https://www.educause.edu/ecar/research-publications/2024/2024-educause-ai-landscape-study/introduction-and-key-findings 

https://www.educause.edu/ecar/research-publications/2024/2024-educause-ai-landscape-study/introduction-and-key-findings
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https://www.educause.edu/ecar/research-publications/2024/2024-educause-ai-landscape-study/introduction-and-key-findings 

https://www.educause.edu/ecar/research-publications/2024/2024-educause-ai-landscape-study/introduction-and-key-findings
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• AI is making the biggest impact on policies for teaching and learning, technology, and cybersecurity and data privacy 
(reported by 95%, 79%, and 72% of respondents, respectively, as "already impacted" or "soon to be impacted").

• Academic integrity is still top of mind. A majority of respondents (78%) indicated that AI has impacted academic 
integrity.

• Data governance practices are shifting in response to AI. Nearly half of executive leaders (47%) said that their 
institution is preparing data to be AI-ready.

• Data privacy and security are central concerns. Privacy and security professionals are most concerned with data 
security (82%), compliance with federal regulations (74%), ethical data governance (56%), compliance with local 
regulations (56%), and the impacts of biases in data (52%).

• Only 18% of respondents said their AI-related policies are somewhat or extremely restrictive—for example, banning 
student or faculty use.

https://www.educause.edu/ecar/research-publications/2024/2024-educause-ai-landscape-study/introduction-and-key-findings 

https://www.educause.edu/ecar/research-publications/2024/2024-educause-ai-landscape-study/introduction-and-key-findings
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https://padlet.com/cetl6/university-policies-on-generative-ai-m9n7wf05r7rdc6pe 

https://padlet.com/cetl6/university-policies-on-generative-ai-m9n7wf05r7rdc6pe


AI regulations in Higher education
USA universities
Common uses of AI span across the campus, 
including in personalized learning, virtual 
assistants and chatbots, learning analytics, 
grading, language translation, content and 
syllabus creation, research and the admissions 
process.  

https://library.educause.edu/topics/infrastructure-and-research-technologies/artificial-intelligence-ai 

https://library.educause.edu/topics/infrastructure-and-research-technologies/artificial-intelligence-ai


Ethics video

https://www.linkedin.com/posts/gerolf_aiethics-highereducation-
activity-7169667131989442560-
XHQ1?utm_source=share&utm_medium=member_desktop 

https://www.linkedin.com/posts/gerolf_aiethics-highereducation-activity-7169667131989442560-XHQ1?utm_source=share&utm_medium=member_desktop
https://www.linkedin.com/posts/gerolf_aiethics-highereducation-activity-7169667131989442560-XHQ1?utm_source=share&utm_medium=member_desktop
https://www.linkedin.com/posts/gerolf_aiethics-highereducation-activity-7169667131989442560-XHQ1?utm_source=share&utm_medium=member_desktop
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Don't ban GenAI, but use it 
responsibly
Policy considerations
Specific principles and guidelines 
per target group (students, 
teachers, researchers)
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Don't ban GenAI, but use it responsibly
Training and guidance
Technical guidance and supervision
Safety and data security
Administrative tasks 
Evaluate and adapt



Developing AI regulations in Higher education
Collaboration, coordination, and consistency on AI regulation across the education and professional 

sectors is crucial.

1. Universities will support students and teachers to become AI-literate.

2. Staff & academics should be equipped to support students to use generative AI tools effectively and 

appropriately in their learning experience.

3. Universities will adapt teaching and assessment to incorporate the ethical use of generative AI and 

support equal access.

4. Universities will ensure academic rigour and integrity is upheld.

5. Universities to work collaboratively to share best practice as the technology and its application in 

education evolves.



Welding

A complicated process, with rules
Used by people with training
Create simple industrial things
Create wonderful things
Create art



Co-create to control and 
benefit from Generative AI in 
Education

Regulation Adopt Use cases Learn Teach
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